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Figure 1: The overview of our study: (a) a contextual inquiry study with 23 urban dwellers using a technology probe (UrbanSearch)
in a mobile urban context, and (b) four resulting design implications (DIs) for designing future multimodal conversational
search (MCS) systems in the outdoor urban space.
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space. Despite the growing popularity of these tools, there is lim-
ited understanding of how people engage with this technology. To
address this gap, we developed UrbanSearch, an MCS technology
probe designed to capture the user’s current geolocation, time, and
visual surroundings. A contextual inquiry (N=23) revealed that
MCS tools provide two core values: requiring low effort in forming
queries while offering highly relevant responses, and functioning
as a central information gateway. As a promising technology, MCS
supports environmental learning, in-situ decision making, and per-
sonalized navigation. Participants also revealed unmet needs for
spatial reasoning and transparent integration of multi-source in-
formation, along with concerns related to peripheral awareness,
social context, and personal space. Drawing from the findings, we
discuss design implications for future MCS tools in urban spaces.
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1 Introduction

People actively seek everyday information on mobile devices as
they move through outdoor urban spaces [5, 49, 79, 90]. Common
examples include choosing a place to eat [79] or learning the history
of a nearby building [5, 45]. Yet in transit [78], people often struggle
to locate relevant information sources through traditional web
search [13, 49] due to scarce attention [20, 78] and single-turn
queries that under-specify evolving, situated needs [66]. To address
these needs, emerging multimodal conversational search (MCS) tools
(e.g., SearchGPT [67], Gemini Live [28]), powered by large language
models (LLMs), present promising alternatives [97]. Technologies
such as artificial intelligence (AI) and mobile computing provide
new ways of integrating vision models with geographical data. For
example, through its integration with Google Maps [33], Gemini
Live allows users to ask questions about their surroundings directly
via their smartphone cameras, while augmented reality (AR) glasses
(e.g., [34]) promise to overlay real-time, location-aware information
directly into users’ fields of view as they navigate.

MCS tools facilitate search interaction by supporting multi-turn
natural language dialogues and accepting both voice/text and visual
input, which helps users clarify their intent more effectively [58].
However, most research on conversational search [58, 66] has fo-
cused on stationary and indoor contexts (e.g., home or office), leav-
ing human interactions with MCS tools in outdoor urban spaces
underexplored. Although these emerging applications demonstrate
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growing capabilities for spatiotemporal-aware [35] MCS interac-
tion, the human-computer interaction (HCI) community lacks em-
pirical studies of people’s behaviors, unmet needs, concerns, and
expectations in MCS for use in outdoor urban spaces. This matters
because the information search experience in outdoor urban spaces
differs crucially from indoor stationary contexts, as users must re-
spond to dynamic surroundings. There are specific behaviors—such
as location-based and contextualized queries [72, 87]—that neces-
sitate search tools capable of interpreting spatiotemporal context.
For example, to answer the query, “What are some fun activities to
do here?”, the system must incorporate both spatial context (e.g.,
geographical location, visual surroundings) and temporal context
(e.g., time of day, season). Understanding these conditions is vital
for the design of human-centered MCS systems.

Despite the potential convenience introduced by MCS technol-
ogy, there is growing attention to its risks [91], such as information
trust [44, 77], and data privacy [7, 36]. Even though recent work ac-
knowledges these issues, tensions and concerns specific to outdoor
urban spaces remain underexplored. For example, public settings in-
volve bystanders and social norms, suggesting that MCS technology
affects not only individual users but also other urban residents [42].
These dynamics warrant further investigation, motivating the cur-
rent work which aims to better understand how users envision
both the potential and concerns of the MCS technology in the out-
door urban space. In particular, we put forth the following research
questions (RQs):

e RQ1: How would people interact with a spatiotemporal-aware

MCS tool in the outdoor urban space?

e RQ2: What expectations and concerns do people have about
using such technology in the outdoor urban space?

To address these RQs, we designed and developed UrbanSearch,
an LLM-powered MCS tool that serves as a technology probe [43] in
our study. UrbanSearch features a vision language model and web
search capabilities, accepts user queries via text or audio, incorpo-
rates captured camera-view images, and delivers responses in both
text and audio. To support spatiotemporal awareness, UrbanSearch
also records the user’s current GPS location and timestamp, which
are used to interpret queries and generate contextually relevant re-
sponses. To use UrbanSearch for addressing our RQs, we conducted
areal-world contextual inquiry in an urban environment, observing
23 people living in the city (from 2 weeks to 36 years) as they used
UrbanSearch during walking sessions, and complemented these
observations with in-depth semi-structured interviews to further
investigate participants’ experiences.

Our findings show that MCS in outdoor urban spaces is shaped
by shifting attention and dynamic surroundings, unfolding within
topic-varied and fragmented user behaviors, which we concep-
tualize as Observe—Decide—Act flows. Our findings indicate that
MCS tools provide two core values: requiring low effort in form-
ing queries while offering highly relevant responses, and func-
tioning as a central information gateway. Participants envisioned
spatiotemporal-aware MCS tools as enhancing urban life by sup-
porting environmental learning, in-situ decision making, and per-
sonalized navigation, offering capabilities that conventional search
engines do not provide. At the same time, they reported unmet
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needs, particularly around spatial reasoning (see Figure 5). In addi-

tion, participants raised concerns about using MCS tools in public

settings, especially regarding safety, social awareness, and privacy.
In sum, our work makes the following contributions:

e We provide empirical insights into how urban dwellers interact
with a multimodal conversational search tool in an urban mobile
context. The findings reveal, on the one hand, the values MCS
offers for on-the-move information seeking and, on the other
hand, tensions that differ from stationary search contexts, in-
cluding conflicts between observed surroundings and retrieved
information, as well as unmet needs for spatial reasoning.

e We derive four design implications for spatiotemporal-aware
MCS tools (Figure 1). These implications emphasize the need
for compact multi-turn conversational search, spatiotemporal
relevance reasoning across information sources, spatial reason-
ing capability, and information interoperability with external
applications for action taking.

2 Related Work

In this section, we present related work of our research: (1) informa-
tion seeking in urban mobile context, (2) multimodal conversational
search, and (3) using intelligent systems in urban spaces.

2.1 Information Seeking in Urban Mobile
Context

Urban space is “a dynamic construct shaped by societal influences,
encompassing physical environments that reflect political, cultural,
and economic factors. It evolves continuously, adapting to changing
social circumstances and human interactions” [70]. Scholars have
described urban spaces as “information fields,” where visual, tactile,
and auditory cues guide pedestrian movement [68], and as rela-
tional assemblages in which communication and spatial experience
are deeply intertwined [56, 65]. Beyond supporting wayfinding,
technologies in urban space also mediate how people interpret,
negotiate, and reimagine the city itself.

For example, Warner et al’s work [5], echoing situationist per-
spectives [27, 40], demonstrates that walking in the urban environ-
ment can be designed not only for efficiency but also to surface
alternative values, encourage reflection, and shape the experiential
qualities of movement. Through walking, urban residents engaged
with the city in ways that extended beyond goal-oriented naviga-
tion, encountering new social, political, and historical ambiences
that reframed how urban space was experienced [5]. At the same
time, information search in urban spaces has shifted from fixed
infrastructures to mobile practices [87]. Fixed information infras-
tructures in cities, such as public displays [62, 95] and sensor-based
installations [2, 38], have traditionally mediated how people access
and share information in public environments. With the prevalence
of smartphones, however, mobile information seeking has become
increasingly common [72]. People now access information wher-
ever they are [17], which is influenced by diverse physical and
social contexts, interwoven with movement, embodied experience,
and environmental stimuli [72].

Importantly, mobile information search [1] is a broader concept
encompassing information searching on the move. Mobile infor-
mation search refers broadly to accessing information via mobile
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devices and wireless internet, encompassing both use contexts while
stationary and while on the move [8, 24, 46] , while information
search on the move focuses specifically on highlighting the user as
an active moving entity and emphasizes how the dynamic physical
environment shapes the information searching process [30, 78]. Our
study focuses on the latter context: information search on the move.
Large-scale studies of mobile search behavior have shown that
smartphones shape search practices closely tied to users’ immedi-
ate environments [24, 74], which distinguishes information search
on the move from other information search behaviors in everyday
life [69], especially from search in stationary indoor contexts (e.g.,
library [4], home [53]). Yet prior research often centers on mobile
device usage [61, 72], paying less attention to the dynamic phys-
ical environment as an active element. As information searching
on the move becomes increasingly prevalent [5, 37, 72], this tech-
nology use case merits dedicated investigation. In particular, the
specific dynamics of moving through urban space—where informa-
tion needs are triggered by visual stimuli, spatial transitions, and
situational awareness [1]—remain underexplored. We argue that
mobile information seeking is shaped not only by the smartphone
as an embodied device [72] but also by the dynamic environment
in which it is used, making the urban space itself an active element
in the information search experience. To this end, our work investi-
gates mobile information seeking in outdoor public urban spaces,
where people are conditioned by mobility, environmental triggers,
and fragmented attention [39].

2.2 Multimodal Conversational Search

Conversational search [58, 97] enables users to seek information
through multi-turn dialogue, offering a promising alternative to tra-
ditional keyword-based web search for more complex and precise
information retrieval. Conversational search allows users to refine
ambiguous queries, clarify intent, and obtain contextually relevant
results [100]. With the advent of LLMs, conversational search has
become significantly more capable and accessible, as demonstrated
by tools such as ChatGPT [63]. At the same time, vision-language
models (VLMs) [15] extend conversational systems to handle mul-
timodal inputs such as images and live video, signaling a growing
trend toward MCS.

Beyond visual awareness, integrating spatiotemporal aware-
ness [35] shows further potential for supporting information seek-
ing that is grounded in where and when a query arises. We define
spatiotemporal awareness as a system’s ability to situate queries in
both temporal and spatial contexts, and in our work, we conceptual-
ize this as an MCS tool that integrates and processes spatial context
(e.g., location, visual surroundings) and temporal context (e.g., time
of day, season). Recent technical attempts, such as Gemini Live [28]
and AR glasses [34, 73], demonstrate early steps toward this vision
by allowing users to ask questions about their environment while
walking in the city. However, current applications show little evi-
dence of robustly integrating and reasoning with location, time, and
visual context, and in parallel, research has yet to establish what
users actually need or expect from such capabilities. This two-sided
gap leaves open questions about how people would engage with
spatiotemporal-aware MCS in the real world and what kinds of
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features these systems should provide. In short, the HCI commu-
nity lacks knowledge of spatiotemporal-aware MCS: what its full
potential could be, or where its practical limits lie, which leaves open
critical questions about how users would engage with such systems
and what kinds of features they would truly value.

2.3 Using Intelligent Systems in Urban Spaces

Prior work has demonstrated the potential of Al systems to me-
diate human experiences in urban spaces, from offering practical
assistance to enabling playful and reflective interactions [42, 45].
For example, Runze et al. developed AiGet, a system that leverages
wearable eye-tracking and Al to support informal learning during
everyday walks [18]. Hung et al. [42] explored how generative Al
can be used playfully in urban environments. While these studies
demonstrate the potential of Al as an active mediator between peo-
ple and urban spaces, offering new ways to explore, understand,
and engage with surroundings, HCI scholars have identified risks
associated with the deployment of Al in everyday contexts. Wei-
dinger et al. [91] outline the broad ethical and social risks posed by
LLMs, including misinformation, bias, and potential harms from
automation at scale. Gimiigel et al. [36] focus specifically on user
privacy, proposing a framework to analyze the types of harms con-
versational Al may cause in everyday use. Similarly, Ali et al. [7]
examine users’ own attitudes, concerns, and expectations toward
security and privacy in conversational Al platforms. While these
works pinpoint important ethical, privacy, and social concerns, it
remains underexplored how such concerns manifest when people
engage with Al-assisted systems in urban spaces, where interac-
tions are intertwined with mobility, public settings, and situational
social context [1]. In turn, these considerations motivate our work
to empirically probe how people might use MCS in urban spaces,
surfacing real-world practices, unmet needs, and concerns to inform
future design.

3 Method

To explore how users engage in situated, conversational search
while moving through the outdoor urban space, we developed a
mobile application, UrbanSearch, as a technology probe [43]. Us-
ing contextual inquiry—a field method that combines observation
and interviewing in natural settings to uncover real-world behav-
iors [12]—we observed participants’ use of UrbanSearch during an
outdoor walking session in urban spaces, and conducted in-depth,
semi-structured interviews to reflect on participants’ experiences.
We conducted this study in Tampere, the second-largest city in Fin-
land. To deepen our understanding of user behavior and perception,
we employed a triangulated data analysis approach [81], drawing
from multiple data sources including probe logs, screen recordings,
and interview transcripts.

3.1 Technology Probe: UrbanSearch

Guided by Hutchinson et al’s technology probe framework [43], we
designed and developed UrbanSearch (see Figure 2). UrbanSearch
combines visual-text query support with spatiotemporal aware-
ness to investigate how locative and real-time contexts affect user
interactions. We began with geolocation, time, and visual surround-
ings as the basis for spatiotemporal awareness, since they shape
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Figure 2: UrbanSearch, the technology probe interface. The
interface supports multimodal interaction for situated in-
formation seeking in urban space. Users can capture their
camera view (top-left) and attach it with a text query, and
check their current location in Google Maps through the map
shortcut (top-right). Conversational search occurs through
the conversational interface (bottom), which accepts text or
audio input and returns text + audio responses in a multi-
turn dialogue format.

common information seeking in urban spaces—such as “what is
nearby?”, “what is open now?”, or “what is this?” [28, 72]. Devel-
oping our own technology probe allowed detailed logging of user
input and probe output to support analysis and identify unmet
needs, informing future design directions [43].

3.1.1  User Interface. UrbanSearch enables conversational search
across multiple modalities. Users can type queries into a text field or
speak by holding a microphone button, with speech transcribed to
text. The camera provides a live view of the surroundings without
recording by default, and users can tap the “eye” icon to capture a
photo to accompany a text query. Users can also see a mini-map
that displays their current location. Tapping the mini-map launches
Google Maps, enabling them to navigate if needed. Although Ur-
banSearch does not provide built-in navigation, this integration
supports fluid transitions between query and movement. Users in-
teract through a chat-like interface, where responses are delivered
both as on-screen text and spoken aloud using text-to-speech. The
full conversation appears as a scrollable message list, allowing users
to follow along or revisit past conversations.

3.1.2  Query Response Generation. Upon receiving a query, Ur-
banSearch gathers real-time contextual information. This includes
the user’s current GPS coordinates, the current timestamp, and a
camera image if the user chooses to capture one. To obtain the
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user’s address and nearby places, we combined their GPS coordi-
nates with the Google Maps API for reverse geocoding!. To enrich
the response with up-to-date data, the probe also performs web
searches using an LLM tailored for handling web search queries
(gpt-4o-search-preview) via an OpenAI API UrbanSearch then
composes a structured prompt (see Supplementary Material) that
integrates spatial, temporal, visual, and web-searched results along
with the conversation history. Importantly, we tailored the system
prompt to foreground spatiotemporal awareness when generating
the response. The probe submits this prompt to an LLM (gpt-40)
via the OpenAI API and returns a generated response tailored to
the user’s input query. The backend server (hosted on Railway)
logs all user input turns (text queries, captured images) and Ur-
banSearch responses. These logs serve two purposes: (1) to support
reflection and discussion during user study interview sessions (see
Section 3.3.3) by using each user’s data, and (2) to enable data
analysis across all participants (see Section 3.4).

3.2 Participants

After receiving an Institutional Review Board (IRB) approval, we re-
cruited participants in Tampere, including both short-term visitors
and long-term residents, via local mailing lists and social media.
The recruitment post briefly described the study purpose and listed
inclusion criteria: aged 18-65, fluent in English, available for a two-
hour in-person user study, and comfortable walking in outdoor
urban environments for around 30 minutes while using a mobile
application. Individuals interested in participation completed a pre-
screening survey, which collected demographic information (age,
gender, professional background), self-reported familiarity with
Al search tools (i.e., conversational agents and Al search engines,
measured on a 5-point Likert scale), weekly frequency of Al search
tool use, commonly used Al search tools (e.g., ChatGPT, Gemini,
Copilot, Google Lens), as well as their familiarity with four city
center areas respectively (measured on a 5-point Likert scale) and
the duration of their presence in the city. To choose an appropriate
city area for the study where participants would have mixed levels
of familiarity, we selected one of the four areas that showed the
most balanced range of familiarity. To ensure a diverse participant
pool, we employed a rolling recruitment strategy with purposeful
sampling, prioritizing underrepresented profiles mainly with re-
spect to participant familiarity with the study area and Al search
tools, but also with respect to their demographics.

In total, we recruited 23 participants (11 female, 9 male, 2 non-
binary, 1 prefer not to say), aged between 20 and 57 years (M =
31.8, SD = 10.5). As shown in Table 1, participants had a range of
familiarity with AI search tools (Column 4) and exposure to Al
search tools (0 to more than 5 times per week; Column 5), as well
as familiarity with the specific study area (Column 6) and duration
of presence in the city (2 weeks to 36 years; Column 7).

3.3 Contextual Inquiry Procedure

We conducted the contextual inquiry study one-on-one, with the
first author accompanying each participant. For each participant, we

We followed i0S location privacy requirements, asking for user permission before
accessing location data. We informed the participants and asked for their consent
regarding the collection of location data prior to the study.
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provided an iPhone 16 Pro device with UrbanSearch installed. Each
session consisted of three parts: (1) an introduction and tutorial
(about 10 minutes), (2) an in-the-wild technology probing session
(about 30 minutes), and (3) a post-session semi-structured interview
(about 50 minutes). We include the complete study protocol and
interview questions in the Supplementary Material. Each study
session lasted approximately 1.5 hours in total. Upon completion
of the study, each participant received a $30 USD e-gift card as
compensation for their time.

3.3.1 Introduction and Tutorial Session. In the introduction and
tutorial session, we explained the background and the overall pro-
cedure of the study, and received data collection consent from the
participants. We explained that the aim of the study was to ex-
plore how users interact with a spatiotemporal-aware MCS tool
in outdoor urban spaces and reflect on unmet needs and future
possibilities, rather than to evaluate UrbanSearch as a product [43].
We then walked the participant through the user interface and
demonstrated how to use UrbanSearch. To serve as a context for
the contextual inquiry (e.g., find a fruit market, visit a famous land-
mark), we asked participants to start the walking session in a way
that felt natural to them: either exploratory strolling or a specific
initial goal in mind. We provided some sample goals based on prior
work (“finding a restaurant for a meal” [79], “learning about a
nearby non-human object (e.g., architecture, sculpture)” [45]) for
those desiring to start with an initial goal. To maintain ecological
validity, we told the participants that they were free to use other
applications as needed (e.g., web search) and could access Google
Maps through the probe’s interface. We also informed the partici-
pant that UrbanSearch might hallucinate or provide unsatisfactory
responses.

3.3.2  Technology Probing Session. Participants used the probe while
walking outdoors for approximately 30 minutes. We showed the
rough area they can freely move through in a map (see Figure 8 in
Appendix B). We selected this duration to allow sufficient engage-
ment with UrbanSearch while avoiding user fatigue. Two prior pilot
studies indicated that thirty minutes was an appropriate amount
of time for participants to complete initial onboarding and show
natural use of UrbanSearch, given most participants had prior ex-
perience of using Al search tools such as ChatGPT. We informed
participants they could briefly pause or engage in small activities
beyond using the probe in outdoor spaces (e.g., buying food from
a truck), but clarified that longer activities, such as indoor dining
or extended shopping, were outside the scope of the session. The
first author followed each participant at a distance to ensure safety
and took observational notes. We asked participants to think aloud,
reflecting on their behaviors and experiences in real time.

3.3.3 Post-session Interview. After the outdoor session, we went
indoors for an in-depth, semi-structured interview. To ground the
discussion in the interview, we presented the participant with their
screen recording, captured images, and a spreadsheet table of their
query logs. This enabled the participant to revisit their interactions,
reflect on specific inputs and outputs, and elaborate on their inten-
tions, expectations, and reactions during the session. The interview
consisted of three segments: (1) Overall experience reflection,
in which we asked participants to describe their overall experience,
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Table 1: Summary of contextual inquiry participants. Gender categories: F = Female, M = Male, NB = Non-binary, X = Prefer not
to say. Familiarity is measured on a 5-point scale (5 = very familiar, 1 = very unfamiliar). “AI Tool Use Frequency” indicates the

weekly usage frequency of Al search tools.

ID Age/Gender Professional Background Al Tool Familiarity Al Tool Use Frequency  Study Area Familiarity = Presence in City
P1  28/F Architecture 5 3-4 3 1 year

P2 27/F Biomaterial Design 3 3-4 2 3.5 months
P3  32/M Computer Science 5 >5 2 8 months
P4 28/M Social Science 5 25 4 11 months
P5  20/M Chemistry 2 1-2 3 1.5 years
P6  39/X Healthcare 3 1-2 4 7.5 years
P7  24/M Machine Learning 5 25 2 10 months
P8  55/F Art 3 1-2 5 30 years
P9 25/F Education 4 >5 1 11 months
P10 28/NB Art 1 0 2 9 months
P11 21/F Urban Development 3 3-4 4 7 months
P12 39/F Carpenter 5 25 3 9.5 years
P13 22/M Pure Mathematics 2 1-2 2 22 years
P14 45/F Healthcare 4 3-4 5 36 years
P15 47/F Dance 1 0 5 10 years
P16 57/F Art 3 1-2 4 27 years
P17  29/M Social Science 4 >5 2 11 months
P18  24/M Cell Biology 3 3-4 4 3 years
P19 35M Accessibility 4 =5 2 9 months
P20 24/F Tourism 2 1-2 1 2 weeks
P21 31/M Material Science 1 0 4 11 years
P22 24/F Business 4 >5 3 3.5 years
P23 28/NB Game Design 2 1-2 3 8 months

moments of confusion, and interactions they found meaningful or
surprising; (2) Query-level review, in which we guided partici-
pants through their input-output query logs and screen recordings,
prompting them to comment on interactions they liked, disliked,
or found unexpected, and to articulate why and what they had
hoped UrbanSearch would have done; and (3) Expectations and
future use, in which we asked participants for their expectations
for using the MCS technology, possible usage scenarios in every-
day life, concerns about the MCS technology, and suggestions for
improvement.

3.4 Data Analysis

To answer our RQs, we employed a reflexive thematic analysis
(RTA) approach [16] to explore how participants interacted with
UrbanSearch and reflected on their experiences. RTA emphasizes
the researchers’ active role in identifying, developing, and interpret-
ing patterns of meaning across a dataset. Following this approach,
the first and second authors led the coding process. We engaged
iteratively in familiarizing ourselves with the data, generating ini-
tial codes, and developing themes that captured common behaviors
and perspectives. Preliminary codes and insights were then dis-
cussed within the research team, where differing perspectives were
compared and merged to lock in the final themes.

For the purpose of triangulation [81], we analyzed three data
sources: (1) probe logs (including text and image inputs, probe
responses), (2) screen recordings of participants’ interactions, and
(3) transcripts from post-session interviews. First, the first and
second authors reviewed interview transcripts, probe logs, and
screen recordings to build familiarity with the data. During this
stage, we noticed a recurring pattern: participants often began with
questions they already knew the answers to, or verified externally,
as a way of testing UrbanSearch’s capabilities. For example, one
participant input the query, “Where am I?” despite already knowing
the starting location of the walk. We labeled such instances across
all participants.

Beyond initial capability-testing queries, participants engaged
in various topic-based interactions, where they genuinely sought
answers, unfolding over multiple conversational turns. We grouped
queries according to their thematic focus as topic-based inter-
action threads. To understand participants’ information needs,
we coded the topic of each interaction thread. Informed by prior
research on everyday information needs [23, 26, 46], we used ex-
isting topic categories (e.g., “Food and Drink”) as deductive codes
where applicable; when our data did not fit existing categories (e.g.,
interaction threads about local species), we developed inductive
codes to capture these topics (e.g., “Animal and Plant”). In addition,
to obtain more detailed insights for the queries by understanding
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what the participants were trying to accomplish with each query,
we coded the task participants were performing about the topic
with the given query. For example, for the topic “Events & Activi-
ties,” the query “Why people love heavy metal music festivals here?”
shows the task “Open-Ended Interpretation,” whereas the query
“Which day has the best show?” shows the task “Comparison.” We
first identified tasks inductively using query data from five par-
ticipants and collaboratively developed task categories through
iterative team discussions. We then applied these categories to all
queries to ensure consistent coding.

To analyze how information-seeking interactions unfolded within
topic-based interaction threads, we borrowed the vocabulary from
the OODA model [64] as prior codes, which have been widely used
in HCI research [29]. We initially defined “observe” for queries to
ask about their visual surroundings (e.g., “Why doesn’t the statue
have a head?”), “decide” for queries comparing options or apply-
ing criteria (e.g., “which is cheaper?”) and “act” for queries asked
while taking an action (e.g., “Am I on the right path?”). We also
coded screen recordings to label actions taken beyond UrbanSearch
(e.g., opening Google Maps, completing a purchase). We excluded
14 queries that served only greetings (e.g., “hello”) or emotional
expressions (e.g., “cool!”). We iteratively refined code boundaries
through discussion to ensure they resonated with the data.

Next, the first and second authors independently conducted two
cycles of open coding on the interview transcripts to better under-
stand participants’ behaviors and reflections on their experiences.
In the first cycle, we used in vivo coding to stay close to participants’
own language. In the second cycle, we applied pattern coding to
identify conceptual groupings across participants. After the coding,
the research team conducted iterative discussions to merge codes,
compare interpretations, and refine candidate themes. Finally, the
team revisited transcripts, logs, and recordings to check the coher-
ence of the themes, and defined the scope and narrative arc of each,
grounding them in illustrative quotes and log excerpts.

4 Findings

Participants on average engaged with UrbanSearch for 36.4 minutes
(SD = 5.8). We detail our findings from these interactions in this sec-
tion. After a high-level overview of the study sessions, we present
our findings around the two RQs: the findings present values of
using MCS tools and interaction dynamics with UrbanSearch (RQ1)
and participants’ expectations and concerns about using MCS tech-
nology in the outdoor urban space (RQ2).

4.1 Overview

Thirteen participants began the walking session with a specific
initial goal that set the context for the individual sessions (e.g., going
to a sunset spot; see Table 4 in Appendix A), while the remaining
ten participants started with exploratory strolling. At the beginning,
most participants (n = 19, 82.6%) engaged in a brief initial trust-
building process with UrbanSearch through entering queries (M
= 1.3 queries, SD = 0.5) with already known answers (detailed
observations in Appendix D). Participants submitted 26.2 queries
on average (SD = 4.1) and 19.0 camera-view images on average
(SD = 4.3), resulting in a total of 602 queries and 451 camera-view
images across all sessions. Participants engaged with UrbanSearch

CHI *26, April 13-17, 2026, Barcelona, Spain

through an average of 10.5 topic-based interaction threads (SD = 2.1)
shaped by the dynamic urban environment, with every participant
engaging in multiple interaction threads. Participants’ interaction
threads spanned diverse topics (Table 2). On average, UrbanSearch
responded to user queries with a latency of 2.8 seconds (SD = 1.9),
and provided correct responses for user queries in 94.7% of the
cases (excluding queries for which UrbanSearch did not provide
a verifiable answer (e.g., “I can’t tell”); details of the evaluation
process and results in Appendix C)

4.2 Value of Using MCS Tools in Urban Space
for Information Seeking

Participants’ interactions with UrbanSearch and their reflections
demonstrated the value of MCS tools for everyday information
seeking in urban spaces, including requiring low effort in forming
queries while providing highly relevant responses, and functioning
as a central information gateway.

4.2.1 Low-Effort Query Formulation for Responses Well-Situated in
Shared Context. The “shared context” (P1) between UrbanSearch
and the participants, shaped by the probe’s spatiotemporal aware-
ness, allowed participants to ask questions conveniently and effi-
ciently without providing the whole context. Specifically, partici-
pants frequently used brief time-space references, such as “now”
to refer to the present time, “here” or “nearby” to indicate their
location, and “it” or “this” to refer to an object in the scene they
were looking at (captured image). Many participants (n = 16, 69.6%)
mentioned the MCS tool enabled them to ask about environmental
observations they usually ignored or bypassed previously. P16, who
had lived in the city for 27 years, explained: ‘T always wondered why
this lamp on this street is so tall whenever I passed by. I never asked
because it felt difficult to frame the question for a web search. This
observation finally got an answer today.” In another example, P7 saw
a pond, took a picture, and asked “Can I fish here?” The participant
noted that without MCS, he would have had to find and type the
pond’s name to conduct a web search with the whole sentence
“fishing regulation at [pond] in [city].” Together, MCS tools reduce
two types of cognitive effort while walking: the conceptual load of
having to translate an observation into searchable text (e.g., know-
ing what to call an “extremely tall lamp” and the pond’s name) and
the manual effort of forming (typing or speaking) a fully contextual-
ized query. As a result, participants perceived MCS as sharing their
immediate spatiotemporal context, which bridged them with the
physical surroundings through situated conversations rather than
environment-detached search tasks. We believe this reduced cogni-
tive load lowers the barrier for participants to initiate information
seeking on the move.

Additionally, many participants (n = 17, 73.9%) reported Ur-
banSearch’s responses situated within the shared spatiotemporal
context, which made the responses feel highly relevant. Beyond
using participants’ location and time as filters for decision-making
(e.g., whether places were nearby and open), more than half of
participants (n = 13, 56.5%) noted that this spatiotemporal aware-
ness also made the system’s interpretations more meaningful and
tailored to their immediate environment. For example, P8 searched:
“Why do they grow grass on the roof?” The probe tied its answers to
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Table 2: Topic distribution of interaction threads with descriptions and examples. Categories marked with “*” are newly
identified in this study with respect to the prior literature of everyday information needs [23, 26, 46]. “# Threads” represents
the number of interaction threads related to the topic, and “# Particip.” indicates the number of participants who searched
about the topic, respectively; the values in parentheses indicate the percentage.

Topic Description Example Queries # Threads # Particip.
Specific local activities or events related to people ~Where can I pick up the wristband before Museum
Events & Activities P . ) peop Night?”; “What sports event is going on in the 47 (19.6%) 19 (82.6%)
and related information [23, 26]. . »
stadium?
Landmarks & Places* Surmundlng archltectur.e, places of interest, ng to v15}t the. tglIest”bulldlng in the city?”; “Who 44 (18.4%) 20 (87.0%)
infrastructure, and public arts. designed this building?
. . “What is the best vegan lunch buffet nearby?”; “How
Food & Drink Plages to eat m‘ldA drink, typeAs of fOOdA served, dietary long do people usually wait in line for this place on 42 (17.3%) 17 (73.9%)
options, and dining-related information [46]. "
Saturday?
. . Retail stores, product availability, and “Where can I buy second-hand skirts?”; “Is there any
Offline Shopping shopping-related information [46]. flower shop sell sunflowers nearby?” 32 (13.3%) 14(60.9%)
« o aT 1 1
Animals & Plants* Local species and ecological significance. Why do t.hey”grow grass on the roof?”; "Is this bird a 28 (11.6%) 16 (69.6%)
local species?
Social Norms & Pop Cultural behaviors, social etiquette, or pop culture “ Lo« . . on
Culture references [26]. Do I need to pay tips?”; “Is graffiti culture big here? 25 (10.4%) 13 (56.5%)
. . . . . “Can I fish here?”; “How to complain about the water
Regulation & Operation  Local rules, regulations, or operational details [26]. quality of the pond?” 19 (7.8%) 8 (34.8%)
Environmental Conditions of the physical environment include “Is it safe to walk alone in this area?”; “Is it going to 4(17%) 4(17.4%)
Conditions weather, traffic, and safety [26]. rain soon?” O e

the local ecosystem, referencing the urban climate and summer sea-
son. During the interview, P8 also searched the same question with
a web search and ChatGPT. Both returned generic explanations
about the benefits of growing grass on roofs, answers that apply
broadly to any building, without referencing the participant’s city
or the specific summer season. As a result, the responses felt less
relevant. P8 commented: “When I asked this question, I was actually
wondering if it had something to do with my location and season.
Instead of giving me a generic answer that could apply anywhere
and anytime, the response (from UrbanSearch) mentioned the local
ecosystem and explained it in relation to summer. That made me feel
the response was highly relevant.”

4.2.2  Functioning as a Central Information Gateway. Additionally,
participants appreciated that UrbanSearch functioned as a central
information gateway while walking, which allowed them to avoid
frequently switching between multiple apps. Interaction threads
ranged from 1 to 7 conversational turns (M = 2.4, SD = 1.8), and
participants often asked multiple questions within a single topic
that required multiple apps without an MCS tool. For example, in
one interaction thread on the topic “Animals & Plants,” P3 noticed
a pine cone, took a photo, asked whether it was edible, if it was a
local species, and then asked where he could see the oldest pine
tree in the city. He explained that such sequenced questions would
normally require moving across several search engines and apps
(Google Lens, web search, Maps), whereas the MCS allowed him to
follow the entire line of inquiry within one interface and receive the
aggregated information directly. In this way, the MCS functioned
as a central information gateway that supported convenient infor-
mation seeking while walking, since it lowered the cognitive effort
needed to coordinate multiple apps and locate relevant information
while navigating the environment.

4.3 Dissecting Interaction Threads: Observe,
Decide, and Act

The topic-based interaction threads reflected the structure of the
Observe—Decide-Act flow (example in Figure 3); participant notices
something in their surroundings and asks about it (Observe), contin-
ues with queries that concretize a plan (Decide), and carries out the
plan (Act). Shaped by the dynamic urban environment, participants’
interaction threads were often fragmented and overlapped across
stages of the Observe—Decide—Act flow, and only a few interaction
threads spanned the complete flow (Figure 9 in Appendix E for
participant-level details).

We observed that many interaction threads ended at the Observe
stage (Figure 4), often because their attention was drawn to new
stimuli in the dynamic environment. For instance, P8 was asking
about the relocation history of a zoo when she noticed a Van Gogh
event poster and immediately dropped the previous interaction
thread and shifted to a new topic. Also, many interaction threads
ended at the Decide stage, we hypothesize that participants either
decided not to take specific actions based on the decided plan or that
they decided to table it for later due to the limited study duration.
Additionally, although participants generally carried out actions in
the Act stage outside the probe (e.g., going to a park following the
Google Map, purchasing blueberries at a market), there were still
some cases in which they used UrbanSearch during the Act stage.
To provide a clearer view of what participants asked within each
stage, Table 3 summarizes the types of query tasks observed across
the Observe, Decide, and Act stages, along with their frequencies,
descriptions, and example queries.

4.3.1 Observe. In the Observe stage, participants asked about ob-
jects and phenomena in their physical surroundings and sought
to understand where they were and how they related spatially to
the environment. Participants’ queries fell into three task types: (1)
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Interaction thread topic: Food and Drink

Decide Act

Ideation, Comparison, Route Planning Navigation

Observe
task(s):Open-ended Interpretation

™8Why are so many food [Where can [ buy ] [thch market has ] [How do I get ro] ?Am [ on the correct]

trucks selling blueberries? | |fresh blueberries? | | cheaper blueberries? || that market? side of the road?

Figure 3: An illustration of an interaction thread that covers the full Observe-Decide-Act flow.

Decide Query
) Action Taken

—
'* 6

34
28

62 No Act Query

No Action Taken

202
Observe Query

145
No Decide Query

Figure 4: Flow of all participants’ interaction threads through the Observe-Decide-Act stages. This diagram reflects patterns
observed during the study’s probe sessions and illustrates how participants transitioned across stages. “No Action Taken”
means people only took actions outside of the UrbanSearch.

Table 3: Query tasks within Observe, Decide, and Act stage, with descriptions, query example, and number of queries within
each stage, the values in parentheses indicate the percentage.

Stage Task Description Example Query # Query

Seeking interpretations or explanations for observed “Why does this bench have a metal part

Open-Ended Interpretation 193 (48.1%)

phenomena. in between?”
Observe Factual Information Retrieval Asking for concrete facts about objects, places, or “Which year was this church built?” 154 (38.4%)
phenomena in view.
Spatial Orientation Loca'tmg oneself or understanding surrounding spatial “Am I at the city center now?” 54 (13.5%)
relations.
. . checking practical information such as cost, permissions, or . R .
Pragmatic Evaluation o How can I get a fishing license? 56 (31.6%)
feasibility.
Decide Comparison Cqmparmg options based on constraints such as distance, ‘Which E’ark is closer to me and easier 51(28.8%)
price, or time. to go to?
Ideation Exploring ideas or possibilities for activities or destinations. What can [ do negrl?y for,, some 45 (25.4%)
history-related activities?
Route Planning Planning which direction or path to take. sr:/i}(;l:?}’l’ route to the park has the most 25 (14.1%)
Navigation Providing dlre_ctlgnal guidance or support for moving Should I turn left at”thls corner or the 6 (60.0%)
toward a destination. next one over there?
Act Creative Support Offering guidance for creative tasks such as photography. SI;(;VZ?EO take a good picture of this 3 (30.0%)
Content Generation Producing written content to support participants Draft a proposal to send to the 1(100%)

immediate needs.

government about water quality””

(P10) and “What do you think about the statue?” (P21). These inter-
pretive queries reflected a desire not only to identify objects and
retrieve factual information (e.g., designer, date, size), but also to
explore their contextual meaning or social significance.

Open-ended Interpretation, (2) Factual Information Retrieval, and
(3) Spatial Orientation (Table 3 top segment).

Interestingly, participants asked many interpretive and reflective
questions, such as “Why do people put stickers on the water pipe?”
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We observed that most Observe queries were accompanied by an
image as a visual reference. However, participants often encoun-
tered ambiguity in how their visual references (captured images)
were interpreted by the UrbanSearch. When UrbanSearch strug-
gled to determine which part of an image they were referencing,
this often required additional clarification questions. Most partici-
pants (n = 20, 87.0%) felt that multi-turn conversations for clarifying
visual references were unnecessarily disruptive. In P20’s case, Ur-
banSearch detected two road signs in the image and asked which
sign the participant was referring to. P20 found this interaction frus-
trating: ‘T had already passed the sign, and the probe said it couldn’t
tell which one I meant because there were two in my photo. I had to
clarify again. This back and forth was pretty annoying—it felt like
solving an outdated issue after I'd already moved on. Just tell me both
signs, or let me highlight the one when I ask.”

4.3.2  Decide. In the Decide stage, participants often began with
a vague or generic idea and concretized it into an actionable plan.
For example, P14 searched with a vague intent, “Where can I buy
some blueberries?” The probe initially suggested several markets
across the city. P14 then requested a price and distance compari-
son through multi-turns of query, and ultimately decided to visit
a specific open-air market. In addition, when the participants had
difficulty coming up with criteria for evaluating their potential ac-
tions, UrbanSearch often helped formulate specific criteria through
suggestions. For instance, P8 was seeking a second-hand clothing
shop and asked, “Which one should I go to?” and UrbanSearch
responded with “I recommend option [A]. It is only a five-minute
walk and is closer than the other two alternatives. It is also cur-
rently offering a mid-season sale, where a pair of jeans costs only
5 euros, making it more affordable than option [B] and [C]”, ef-
fectively suggesting the evaluation criteria distance and cost for
their decision-making process. Overall, participants’ queries fell
into four task types: (1) Pragmatic Evaluation, (2) Comparison, (3)
Ideation, and (4) Route Planning (Table 3 middle segment).

Route Planning appeared when participants asked how to move
toward a place. These queries often emphasized personalized needs
that extend beyond the capabilities of current map applications. For
instance, P12 asked, “Can you tell me the route to [place], which
way is most covered from the sun?”

4.3.3 Act. Inthe Act stage, participants executed the action, includ-
ing setting navigation routes in Google Maps, purchasing tickets
or making reservations via external links, buying items at fruit
vendors, submitting feedback through civic platforms, and taking
photographs using the phone’s default camera app. Although par-
ticipants often carried out these actions outside the UrbanSearch,
either through other apps or in-person behavior, UrbanSearch re-
mained relevant as participants continued to ask Act queries during
the actions (P4, 5, 11, 12, 15). Queries during the Act stage fell
into three task types: (1) Navigation, (2) Creative Support, and (3)
Content Generation (Table 3 bottom segment).

Many Act queries involved Navigation tasks that complemented
pre-installed Google Maps. For example, P4 used Google Maps but
intermittently switched back to UrbanSearch, taking photos of sur-
rounding landmarks and asking whether he was on the correct side
of the road. Additionally, participants also asked for creative sup-
port from the probe (P5, 11). For instance, P5 requested actionable
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tips on photographic composition and lighting for the scene. Inter-
estingly, we also observed a Content Generation task. P15 asked
UrbanSearch to draft a water quality reclamation proposal that she
intended to submit to a government platform. Overall, these behav-
iors suggest that participants expected the MCS tool to continue
providing support even after they had entered the action phase.

4.4 User Expectations for MCS Tools

Through interaction with UrbanSearch, participants expressed
their expectations for MCS design, including visualized responses
based on spatial reasoning, providing transparent integration of
multiple information sources, bridging social interactions between
users, and enabling flexible switch between text and audio interac-
tions.

4.4.1 Visualized Responses Based on Spatial Reasoning. We ob-
served that some queries went beyond retrieving text information
and required the system to simulate and reason with spatial and
temporal conditions in the urban environment. These queries cut
across observe, decide, and act stages, showing a desire for the
MCS tool to align with their immediate spatiotemporal context. We
identified three types of spatial reasoning queries, illustrated in
Figure 5.

Map-View Alignment. Participants expected UrbanSearch to align
the live camera view with map or street view data. Queries such
as “Am I on the right way to [place]?” (P4) or “Where does this
road lead me to?” (P17) required UrbanSearch to reason about the
user’s location and orientation in relation to mapped routes or
destinations.

Spatial Simulation. Participants sought reasoning that accounted
for temporal context, orientation, and physical environmental con-
ditions. For example, P12 asked, “Which path is most covered from
the sun to [place]?” expecting UrbanSearch to simulate shade con-
ditions along alternative routes. Similarly, queries like “What is
the direction of the tree’s shadow?” (P2) reflected expectations that
the system could reason about orientation and temporal context in
relation to visible objects.

Spatial Creativity. Beyond practical navigation, participants asked
UrbanSearch to reason with spatial layouts to support creative
activities. Examples included “How to take a good picture of this
scene?” (P5) and “How to decorate this empty space?” (P13), which
required a spatial interpretation of foreground, background, and
compositional elements.

Across these cases, participants felt that generic text responses
were insufficient. They expected visualized responses that inte-
grated temporal context and spatial geometry. P12 described: ‘T
thought it (UrbanSearch) would show a mini 3D modeling and the ac-
tual path for me on the screen, but it just gave me a paragraph of text.
That wasn’t very useful” The participant provided a sketch (Fig-
ure 6) of the desired response format, which should be visualized
to clearly show the 3D model of the spatiotemporal context.

4.4.2 Transparent Integration of Multiple Information Sources. Ur-
banSearch typically returned a single aggregated response without
showing how different sources were considered. In contrast, partici-
pants themselves were often simultaneously engaging with at least
two sources of information: their own direct observations and the
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Figure 5: Examples of participant queries that required the system to perform spatial reasoning.

Figure 6: A sketch from P12 illustrating their desired MCS
response: a visualized path simulation that models the sur-
rounding environment.

external content retrieved by UrbanSearch. We observed that Ur-
banSearch sometimes introduced information from external sources
that conflicted with what participants saw, leading to confusion
and hesitation in decision-making. For example, P1 asked about
the current temperature and attached an image of a rainy street.
UrbanSearch responded: “Based on the current weather forecast
for [area], it is cloudy, with a mild temperature around 16-18°C”
This puzzled P1 because the answer appeared to ignore her visible
context and relied solely on external retrieved weather data.

To this end, participants expected an MCS tool to explicitly ac-
knowledge and present the multiple information sources it drew
from, rather than masking them in a single output without trans-
parency. As P10 reflected, they wished the system would surface
different points of view, so they could make their own interpretation
without losing multiple points of view. Similarly, P13 emphasized:
“The probe should acknowledge the multiple sources of information,
so we can critically assess them.”

4.4.3 Bridge Social Interaction between Users. Some participants (n
=8, 34.8%) viewed MCS as a catalyst for shared experiences among
friends and families walking together. For example, P23 described
friends walking together with the technology as an “intelligent
sounding board” that enhances conversations by providing factual
knowledge or extra opinions: “My friends and I often have friendly
debates on things we see while we are wandering in the city, like

why this is here, what does it mean. I could imagine this (MCS)
technology actively enhancing our conversations—giving us facts or
simply providing another angle of thought. That would be fun.”

4.4.4 Flexible Audio/Text Interaction Switching in Social Contexts.
Most participants (n = 19, 82.6%) preferred the audio interaction
(spoke their queries and listened to audio replies) because it occu-
pied less visual attention than the text while walking (P6, 7, 10, 19).
Nonetheless, participants dynamically switched between audio and
text depending on situational conditions of the urban space, such as
noise and social cues. When walking into noisy areas like bustling
intersections or crowded markets, many (n = 18, 78.3%) mentioned
they intentionally switched to the text modality, as the speech-to-
text could not work well. In contrast, several participants (n = 8,
34.8%) mentioned that they used typing when they felt speaking
aloud was socially inappropriate, such as in quiet parks or when
standing near a street vendor. As P5 said: “While I am in a crowd, I
felt a bit uncomfortable speaking aloud, so I will type and mute the
audio for a while.” This flexible switching between text and audio
allowed participants to align their interactions with the immediate
social and spatial dynamics around them, and they expressed a
desire for MCS tools to retain this design.

4.5 Concerns for the MCS Technology in
Everyday Usage

Despite the demonstrated values of MCS tools and the additional

technical potential that participants expected from more advanced
systems, participants also expressed concerns about peripheral and
social awareness, and intrusion into personal space.
4.5.1 Peripheral and Social Awareness. While the MCS technology
has the potential to bridge the user and the surroundings (Sec-
tion 4.2.1) and other users (Section 4.4.3) through “shared context,”
as a mobile app, it inherits the fundamental issues around peripheral
and social awareness.

While most participants (n = 21, 91.3%) appreciated that Ur-
banSearch promoted them to inquire and interact with their sur-
roundings, more than half (n = 12, 52.2%) observed that focusing on
a specific queried object (e.g., a building or a bird) and interacting
with the mobile device still reduced their broader awareness of
nearby traffic while walking, which raised safety concerns.
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In addition, some participants (n = 6, 26.1%) expressed concerns
that using MCS tools might erode social interactions among people
collocated in a shared public space. P14 was worried that relying
too much on seeking answers from a mobile device might mean
missing “treasure moments” of communicating with other people:
“One time I saw a person fishing, and I asked him about the process
to get a license, which was a nice conversation, and I made a new
friend. I guess I will get the same answer from the probe very fast and
conveniently, but if I only use it, I would miss this chance to interact
with a real human.” This reflection highlighted a concern that, in
making information seeking efficient, the MCS technology might
also make people less open to the serendipitous social encounters
that enrich our urban life.

4.5.2  Intrusion Into Personal Space. While all participants were
not concerned about sharing location data, which is “pretty common
practice in today’s smartphone usage” (P4), they expressed concerns
about the capture and use of camera view data. All participants
wanted to maintain control over the camera view capturing, rather
than allowing continuous or automatic recording. As P23 explained:
“Although I like the camera-on design, which allows me to see and
capture the surroundings conveniently, I would not let the tool auto-
matically record all camera views. I want to control what I mean to ask
and protect some privacy in this way.” In one case, P10 realized dur-
ing screen-recording review that their ID card had been accidentally
captured in the camera view. This discovery left them unsettled:
“That is why I need to intentionally capture the photo and be prepared.
If everything were automatically recorded, it could be risky.” Beyond
concerns about their own privacy, over half of the participants
(n = 14, 53.8%) were also wary of unintentionally capturing other
people’s faces or behaviors without consent, potentially violating
social boundaries.

This concern for personal space extended to how participants
wanted the MCS tool to present its identity. Participants with more
exposure to Al search tools (P1-4, 7, 9, 14, 17, 19, 22) preferred a
more anthropomorphic design of the MCS tool: human-like voice
and persona, or even playful role-play. For instance, P22, a regular
user of Al tools, asked UrbanSearch to act as a “bestie” to enjoy the
companionship of the tool during information searching. The rest
of our participants, however, found human-like qualities unsettling,
describing them as intrusive or even creepy. P15, who had no prior
experience with Al tools, explained: “While I am walking outside,
it feels a bit scary if the system feels like a human. It feels like being
stalked by someone. I would keep the current design, so it is a computer
assistant with a robotic voice to me rather than a creepy stalker who
sees what I see, knows where I am, and talks to me.”

5 Discussion

Based on the findings, we discuss (1) potential everyday usage
scenarios of MCS technology, (2) mitigating the risks of MCS in
everyday use, and (3) design implications for MCS systems in urban
spaces.

5.1 Potential Everyday Usage Scenarios of MCS
Technology

Our technology probe sessions led participants to recognize the
long-term potential of MCS tools in their everyday engagement
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with urban spaces. We found that MCS tools would support user
needs across the stages of the Observe—Decide—Act flow that current
web search or navigation tools alone cannot fully support. Three
key future use scenarios surfaced.

First, participants envisioned MCS tools as enablers of environ-
mental learning in everyday urban life, which is a crucial foundation
of place-attachment [9] and lifelong learning [10]. Prior work notes
that people often bypass opportunities for environmental learning,
as it typically occurs as a secondary activity during commuting in
the city [18]. As shown in Section 4.2.1, MCS reduces the barriers
to inquiring about environmental observations. Moreover, MCS
functions as an information gateway and provides spatiotemporally
relevant responses that connect the physical environment, the user,
and the sea of information across the web and applications. Thus,
MCS promotes the initiation and process of environmental learning.

Second, participants envisioned MCS tools as supporting the in-
situ decisions that shape everyday urban life. Day-to-day activities
involve numerous small, situational decisions (e.g., finding an ice
cream truck nearby or visiting a sunset spot) that highly depend
on the immediate spatiotemporal context (e.g., weather, time of
the day, distance, personal energy, etc). In many cases, participants
did not begin with a concrete goal (e.g., see sunset at a specific
park 10 minutes away by walk) but rather with a vague intention
(e.g., see sunset) that became more concrete through a multi-turn
conversational search. As shown in Section 4.3.2, participants ap-
preciated moments when MCS proactively compared options using
real-world criteria such as distance and weather, offering decision
support during movement.

Third, participants envisioned using MCS tools for personalized
route planning and navigation as a complementary alternative to
conventional map applications like Google Maps. When planning
routes, participants appreciated how MCS tools could support per-
sonalized criteria, such as “shaded paths” or “routes that avoid a
specific block,” that go beyond the fixed filters like “shortest” or
“fastest” used in conventional map apps. During movement toward
a destination, participants acknowledged the usefulness of tradi-
tional navigation tools, especially the clear visual guidance provided
by recent AR features like Live View. However, they also found
value in MCS tools for resolving ambiguity in real-world settings
through conversational visual queries. For instance, MCS can use
the real-world references to help confirm whether they were on
the correct path when routes were close together on the map (e.g.,
“follow the trail with purple flowers, not the one with stones.”), or
for clarifying subtle turns in dense urban blocks where standard
instructions or AR overlays might be confusing (e.g., “turn right at
the red mailbox.).

5.2 Mitigating the Risks of MCS in Everyday
Use

Our findings (Section 4.5) identified concerns regarding MCS tools,
including peripheral and social awareness, and intrusion into per-
sonal space. This section seeks potential methods of remedying
these concerns.

5.2.1 Mitigating the Concerns of Physical and Social Awareness.
Participants raised safety concerns due to the induced peripheral



Understanding Conversational Search in the Urban Space

awareness while mobile phone usage (Section 4.5.1), a risk inher-
ited from general mobile device use in public spaces [37] and walk-
ing [55]. Prior work has proposed using device cameras to detect
nearby vehicles and warn distracted pedestrians [88], but continu-
ous access to visual data raises privacy concerns for both users and
bystanders. An alternative is to use GPS data to sense local traffic
density and present spatial-awareness reminders on the interface,
such as “You are approaching a crosswalk on a busy street. Watch
out for the traffic light and be careful of oncoming traffic”

Our findings (Section 4.5.1) reaffirm prior work [84] showing that
using mobile devices while walking decreases users’ attentiveness
to other people. To realize participants’ expectations of bridging
social interactions with co-walkers (Section 4.4.3) and with others
in shared public spaces, future systems may enable group chats
between the users, with not only groups formed manually to include
the co-walkers, but also groups formed with other people based on
their proximity [14]. In the group chats, the system would engage
in multi-way conversations, coordinating and guiding information
sharing to reinforce the shared contexts between the users, not just
between the users and the system, and thereby promote real-world
social connections between people.

5.2.2  Mitigating the Risk of Intruding on Personal Space. Resonat-
ing with the literature [31, 41], our finding (Section 4.5.2) shows
that the camera use in MCS raised data privacy concerns when
recording in public spaces. To mitigate data privacy risks, MCS
tools should prioritize intentional user control over what visual
context is captured and used by the system, rather than defaulting
to convenience-oriented automatic recording, which some emerg-
ing systems support [28]. In addition, future systems could leverage
existing approaches (e.g., MediaPipe [54], text redaction [6, 11]) for
automatically blurring people’s faces and sensitive text information
before an image is uploaded to an external server.

Beyond data privacy, our finding (Section 4.5.2) echoes the lit-
erature [3, 75], system anthropomorphism might cause negative
feelings of being observed or socially monitored. While system
anthropomorphism may enrich user experience and is a growing
trend [22, 60, 76, 80, 98], some participants described human-like
behaviors as provoking feelings of being stalked in physical space,
especially when tied to location awareness. To mitigate this con-
cern, an MCS system could offer different levels of human-likeness
in its assistant identity (e.g., human, animal, or robot) through vari-
ations in speaking style and avatar appearance, softly nudging the
users to choose the level of system anthropomorphism they feel
most comfortable with.

5.3 Design Implications

Based on our findings, we propose four design implications (DIs)
for future MCS systems in urban spaces.

DI1: Support Compact Multi-Turn Conversational Search for
Urban Mobile Contexts. While multi-turn conversations helped
participants clarify and extend their intent [58], they expressed
frustration with clarification turns that only served confirmation
purposes. In particular, participants found it distracting and time-
consuming when the system asked clarification questions due to
ambiguity in referring expressions, such as confirming which build-
ing they were asking about when multiple buildings were present.
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Although this seems to challenge the standard question-confirm-
feedback-answer model [48, 82] in conventional conversational
search systems, it instead highlights the prioritization of informa-
tion immediacy in dynamic urban spaces. Future systems could
first detect ambiguity and attempt to resolve it as much as possible,
down to ideally couple possibilities. Then, instead of asking for
additional conversation turns for disambiguation, it could present
responses encompassing the possible interpretations to the user.
The system should resort to asking for disambiguation only in cases
where ambiguity persists beyond just a couple of possibilities that
can be captured in a single response.

Technical Considerations: In MCS, the main challenges lie in de-
tecting and addressing ambiguity in both text queries (e.g., the
notion of ‘nearby’ in “nearby supermarkets”) and visual queries
(e.g., “this building” in the context of an image with multiple build-
ings). To detect and address ambiguity in text queries, future work
can utilize ambiguity detection and resolution methods (e.g., rule-
based detection and widget-based resolution techniques [32, 71],
supervised neural network-based disambiguation [93], LLM-based
ambiguity based on conversational context [47]). To detect and ad-
dress ambiguity in visual queries, we propose two design strategies
(see Figure 7). First, the system could enable users to intention-
ally clarify the referring object during query input, for example,
by zooming the camera view, highlighting a region of the image,
or pointing at the object with a finger in the frame. Zooming or
highlighting would provide the system with a region of interest for
object detection. The system can detect the fingertip and infer the
pointing direction using hand-gesture detection approaches [19, 83].
Although effective, this approach requires additional user effort to
proactively disambiguate the query. Second, similar to ambiguity
handling in pure text queries, the system could detect ambiguity in
images [94, 96] and provide multi-candidate responses when the
number of plausible targets is small (ideally two or three).

DI2: Support Decision-Making Through Reasoning Over Multi-
Source Information Hierarchy. Handling conflicting information
sources is a challenge in conversational search [50], and urban infor-
mation environments often present inconsistencies between on-site
observations and external data sources. Prior work suggests that
systems should surface multiple evidence sources and present con-
flicting viewpoints to users [50, 85]. However, for MCS in dynamic
urban spaces, simply listing or summarizing multiple information
sources might confuse users during real-world decision-making.
Thus, future systems should support decision-making by reasoning
over multi-source information and explaining which information
might be more reliable when conflicts arise.

Technical Considerations: To realize this, the key challenges lie in
detecting conflicting information sources and prioritizing the most
relevant source for the response. The future system can adopt lin-
guistic rule-based contradiction detection in natural language [25],
and LLMs that can identify factual discrepancies and divergent
opinions in text [89]. When such conflicts occur, we propose an
information hierarchy model that ranks information sources based
on their spatiotemporal relevance. The hierarchy has two core di-
mensions. First, spatial relevance, which prioritizes information
sources based on their spatial proximity to the user; for example,
city-level news is less relevant than neighborhood news where the
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What is this building?

What is this building?

o Thisisa...
There are two buildings in

the image, which one do
vou refer to? 0

What is this building?

The left one. There are two buildings in

the image. The left one is

Thisisam X, theright one is Y.

Figure 7: Proposed design strategies for compact multi-turn
conversation: (a) allow the user to pinpoint the exact visual
reference; (b) provide possible candidate answers directly.

user is standing. The second is temporal relevance, which priori-
tizes more up-to-date information sources; for example, a real-time
camera view is more relevant than a weather forecast that might
be delayed. In extreme cases, spatiotemporal relevance alone may
not fully resolve conflicts between sources. For instance, an old
road sign captured in the camera view (high spatial relevance) may
contradict real-time map data (high temporal relevance). In such
situations, the system should incorporate an additional reasoning
layer that considers the query task and assigns priority accord-
ingly. For geospatial tasks such as route planning or navigation, the
system should prioritize real-time GPS and traffic data over static
sources such as street-view imagery, which may be outdated. The
interface design should reflect this information hierarchy when
presenting results. When information sources provide consistent
answers, the system can offer a single summarized response. When
conflicts arise, the system should highlight the answer supported
by the prioritized information source first with bold text, while
also presenting information from conflicting sources using a distin-
guishable text color or visual indicator. Furthermore, the system
should place an icon beside the response to prompt users to view the
full list of sources ranked by relevance, as well as the underlying
reasoning for the prioritization, which would guide the user to-
ward deeper inspection for conflicting sources, thereby supporting
informed decision-making.

DI3: Provide Visualized Responses through World Modeling
and Spatial Reasoning. Prior work [52] identifies key qualities
for conversational search systems, including managing dialogue
history, summarizing responses, adapting to evolving user intent,
and integrating world knowledge. Extending on this, our findings
showed that participants did not merely want text information
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retrieval but also expected the MCS system to provide more visual-
ized responses through simulating and reasoning with their specific
spatiotemporal context (Section 4.4.1).

Technical Considerations: To realize this vision, key challenges lie
in world modeling [51] and spatial reasoning [101]. World model-
ing requires not only reconstructing the 3D environment but also
inferring its underlying physical state and dynamics—how objects,
people, lighting, and weather change over time, as well as how the
user’s perspective relates to broader, unseen urban surroundings—
which can be partially addressed by LiIDAR-based scene geome-
try [99] and VLMs capable of object goal navigation [59]. The future
system can leverage the 3D visual grounding dataset [57] about
natural language descriptions of spatial relationships between ob-
jects at the city-level as a geographical grounding benchmark for
the system’s global, allocentric spatial awareness. Spatial reasoning
builds upon this world model, requiring the ability to ground user
queries in the modeled 3D environment, infer spatial relations from
an egocentric perspective, and simulate what the user might see
or encounter next in the urban space. The future system can lever-
age the dataset for vision-and-language navigation [21] to train
the system’s egocentric, situated spatial reasoning and navigation
capabilities. As such, the MCS system can bridge cyberspace and
the physical world, acting not just as information retrievers but
as situated, spatially aware assistants. Yet, the system design must
rigorously control the latency introduced by spatial computing to
avoid harming the immediacy of information delivery.

DI4: Facilitate Seamless Integration of External Tools for
Taking Actions. Future systems should interoperate with external
tools to better support action-taking. While participants often relied
on third-party apps such as Google Maps or event websites to carry
out their intended actions, the MCS system still often served as the
central gateway—surfacing place names, event titles, or relevant
links. However, participants frequently described a disjointed ex-
perience when transitioning from UrbanSearch to external apps,
often needing to manually set up the search context again. This in-
terruption not only broke the flow of interaction but also imposed
additional effort at a moment when their attention was already
divided in the urban mobile context.

Technical Considerations: To address this, future systems should
support interoperability with external apps on the smartphone [13].
The future system can leverage LLM-driven user interface automa-
tion [86, 92] that automates operations such as launching target
apps, entering text for searching, clicking, and scrolling. The future
system first needs to detect whether the system response requires
information transfer to an external app, classifying each (query, re-
sponse) pair into a targeted external app (e.g., map, booking app) or
none. It can be done by using simple rule-based patterns (e.g., detect-
ing phrases like “how do I get to...” or “book a ticket”) or prompting
LLMs [86]. If needed, the system can use an LLM-based user inter-
face planner to construct an app-automation plan, specifying which
app to open, what information to transfer, and which interface steps
to execute [92]. Although full automation is technically feasible,
maintaining user agency and ensuring correct information transfer
still requires explicit user verification. To support user awareness
during cross-app communication, the system interface can high-
light the transferred information in the response (e.g., the place
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name) and, in the newly opened app, require confirmation at key
steps (e.g., tapping the search button).

6 Limitations and Future Work

Limitations of Study Design. As an early work in the domain, our
study included several limitations while contributing an initial set
of understanding around user interactions with MCS technology.
To begin with, we conducted the study with a single session of a
30-minute technology probing session. Although this design was
sufficient for making observations of interaction patterns beyond
the trust-building process and understanding the values of MCS
tools, and the expectations and concerns about the technology, we
believe that there are interaction patterns that would surface in
longer repeated use of the tool, which would require longitudinal
studies. Second, our probing sessions were conducted in a single
European city. While we believe our findings are generalizable,
future work should perform studies in other culturally different
cities around the world with similar diversification of participants.
Third, while participants were free to perform technology probing
either in the context of exploratory strolling or in the context of
an initial goal, the context of the technology probing may affect
interactions and suggest controlled studies to further investigate the
effects of such context. Finally, we note that although a researcher
was present at a distance during the technology probing session
(Section 3.3.2) to ensure participants’ safety, this necessary measure
could have nudged participants to use the tool more frequently and
avoid socially inappropriate queries.

Further Study & Analysis Building on our results showing that
MCS tools reduce effort for information seeking by lowering the
conceptual load of formulating search queries from observations
and reducing the manual effort of contextualizing the queries, fu-
ture work could further study the various ways in which MCS tools
reduce user efforts and organize them into a taxonomy. In addition,
while our findings report the accuracy of UrbanSearch’s responses
(Section 4) and explore how users calibrate trust in the tool accord-
ingly (Appendix D), future research could further examine how
users perceive correctness and how such perceptions shape their
decision-making and reliance on the system.

Beyond Everyday Information Search. Several participants men-
tioned potential applications in travel scenarios. For example, P6
envisioned using an MCS tool as a traveling assistant in a foreign
country, leveraging it to plan spontaneous nearby activities. We
believe that traveling in a city may introduce different interaction
priorities than those in everyday routines, such as overcoming
language barriers and cultural differences. Hence, exploring MCS
in other scenarios and specific contexts (e.g., travel) is a valuable
next step for understanding how use case affects real-time search
behavior in urban spaces.

Beyond the Use of Mobile Phone. While smartphones will likely
remain the mainstream device for conversational search in the near
future, emerging hands-free wearables such as smart glasses may
open new opportunities and challenges once they become more
affordable and widely adopted [18, 73]. These devices could make
conversational search more seamlessly integrated into urban move-
ment, reducing the friction of holding and operating a phone. At
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the same time, they raise unique questions about social acceptabil-
ity and privacy in public spaces. Future research should therefore
examine how social norms and privacy aspects shape the dynamics
of situated information seeking, including how users negotiate at-
tention and control in urban spaces using different kinds of mobile
devices beyond smartphones.

7 Conclusion

This work adds to the growing endeavor of understanding MCS by
providing insights into how people engage with spatiotemporal-
aware conversational search systems while walking in urban spaces.
We developed a technology probe, UrbanSearch, and conducted
a contextual inquiry with 23 participants, discovering that MCS
tools provide two core values: (1) requiring low effort in forming
queries while offering highly relevant responses, and (2) function-
ing as a central information gateway. The findings suggest that
MCS support everyday user scenarios such as environmental learn-
ing, in-situ decision making, and personalized navigation. At the
same time, we also revealed unmet needs for spatial reasoning,
transparent integration of multi-source information, and concerns
related to social awareness, peripheral attention, and intrusion into
personal space. Our findings yielded four design implications on
enabling compact multi-turn conversational search, ensuring trans-
parency across information sources, advancing world modeling
and spatial intelligence, and supporting interoperability with exter-
nal tools. In conclusion, our work proposes that MCS technology
brings additional value to traditional search paradigms, evolving
beyond information retrieval toward contextually adaptive, socially
sensitive, and spatially grounded companions, and opening new
research agendas at the intersection of people, information seeking,
and urban space.
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C Accuracy of UrbanSearch Responses

To analyze the accuracy of UrbanSearch’s responses to the par-
ticipants’ queries collected in the study outlined in Section 3, we
recruited two residents of Tampere, who had lived in the city for at
least two years, could communicate fluently in English, and held at
least a graduate degree. We excluded 14 queries that served only
greetings (e.g., “hello”) or emotional expressions (e.g., “cool!”) and
anonymized 588 (user query, system response) pairs with the nec-
essary context (e.g., photos, geolocation) before sharing them with
the evaluators as Excel files. When determining the correctness of
each query response, the evaluators could conduct online searches
and map searches, as well as use their own knowledge about the
local neighborhood. We instructed them to annotate each response
with “correct,” “incorrect,” and “no answer given” We explained
that the label “no answer given” was used for responses such as “I
cannot tell” We also invited evaluators to provide free-form com-
ments on the overall quality of the responses. We gave them one
week to complete the annotation.

After both evaluators completed the annotations, we recruited a
third evaluator with the same qualifications to perform annotations
for (user query, system response) pairs for which the two evaluators
disagreed. We merged the annotations by taking the majority vote;
all conflicts were successfully resolved through this process.

Excluding the 32 responses for which UrbanSearch did not pro-
vide an answer (“no answer given”), UrbanSearch generated 527
(94.7%) “correct” responses and 29 (5.2%) “incorrect” responses.
Notably, queries related to geospatial tasks led to a significant pro-
portion of queries labeled either as “no answer given” (27 of 32) or
“incorrect” (22 of 29). Evaluator 1 commented “It knows separated
places in the area but does not have a whole picture or a dynamic
spatial awareness.”
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D Building Initial Trust Through
Known-Answer Queries and Ongoing
Calibration

Interestingly, most participants (n = 19, 82.6%) began their inter-
actions by posing questions they could verify—either from prior
knowledge or through external tools—as a way to test the probe’s
capability. We observed that participants’ prior exposure to Al
tools strongly influenced how they framed their capability-testing
queries. Regular or daily users tended to probe for functions they
perceived as novel or advanced compared to their past experiences.
For instance, P4, a daily ChatGPT user, captured an image of his sur-
roundings and asked, “What’s this place about?”—explicitly testing
the system’s locational awareness, which he described as “unfamil-
iar but very important in the urban space” By contrast, participants
with little or no prior Al experience focused on more basic expecta-
tions, such as verifying common-sense tasks or combining image
and text inputs. For example, P15, who had no prior exposure to Al
tools, took a photo of a red light and asked, “Can I cross the street?”

We found that this initial capability testing helped participants
build trust in UrbanSearch, leading them to accept its responses
without seeking external verification for later queries. However,
most of them (n = 21, 91.3%) reported having no clear mental model
of how it worked. After the initial capability testing, P3 began
trusting UrbanSearch’s capability and said, ‘It gave me correct an-
swers before.” However, during the interview, the participant later
reflected: “Now I realize I sometimes took its responses by faith. It
seems very intelligent, but I did not understand how it worked.”

As interactions continued, our participants’ perceptions of Ur-
banSearch’s trustworthiness fluctuated beyond the initial capabil-
ity testing. Participants perceived UrbanSearch more trustworthy
when it openly acknowledged its capability limitations. For exam-
ple, P19 took a photo of a passageway with a construction barrier
and asked, “Is it a dead end?” UrbanSearch replied: “It looks like a
passageway, but I can’t confirm if it’s a dead end” P19 appreciated
this conversation and remarked: “T would trust the probe more be-
cause it let me know it cannot know something, which is better than
pretending to know all.” In contrast, inconsistencies in responses
and the absence of transparent information sources often under-
mined participants’ trust in UrbanSearch. When responses contra-
dicted their expectations, participants often expressed doubt. For in-
stance, when P14 asked about the nearest tram station and doubted
the initial reply: “Are you sure there is no other stop nearer?” Ur-
banSearch changed its answer on the second turn. P14 interpreted
this shift as an inconsistency and subsequently avoided distance-
related questions. Participants also explicitly sought evidence to
support responses, as when P10 asked, “What are your sources
for this knowledge?” Similarly, P1 reflected: ‘T could not fully trust
lines of text. I know it might hallucinate, and I expect to see links and
maps as a reference.” Many participants (n = 16, 69.6%) expressed
heightened doubt in the absence of such transparency and voiced a
strong preference for external references, such as Wikipedia links
or maps, to help them assess the credibility of the response.

E Interaction Threads Overview of Technology
Probing Session
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Figure 9: Participant-level interaction threads. Each row corresponds to one participant’s interaction thread, defined as a
topic-based sequence of queries and actions. Squares represent queries and are color-coded as follows: green = observe, blue
= decide, red = act. Red brackets indicate actions taken outside UrbanSearch (e.g., using Google Maps or making in-person

purchases).
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